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Use Case & Challenges

• Intelligence analysis is:
• A continuous process that requires collecting, processing, exploiting, 

and disseminating information to inform decision making [1]
• A high-stakes domain that is rife with challenges for individual and 

team cognition, including [2]:
• A surplus of non-diagnostic information
• Time-constrained cognition
• Working across a distributed team

• Artificial Intelligence and Machine Learning (AI/ML) have 
numerous applications across different disciplines of intelligence 
analysis [3]

• Tools for Intelligence Analysis are often built without considering 
the complexity of human cognition, leading to them being [4]:
• Ineffective
• Rigged/Gamed
• Disused
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Explainable AI (XAI)

• Explainable AI (XAI): AI that can be easily understood, and a 
human is able to interpret why and how the system arrived 
at a specific decision [5,6] 

• A common challenge for XAI is the tradeoff between 
interpretability and accuracy 

• Factors of XAI include:
• Justification: The AI explains why the answer provided is a good 

answer [7, 8]

• Transparency: The AI explains how the system reached the answer 
(where decisions are explained in terms, formats, and languages we 
can understand) [7-9]

• Conceptualization: The AI clarifies the meaning of concepts [7,8]

• Learning: The AI teaches you about the domain [7,8]

• Bias: The AI has verification that decisions made based on the AI 
system were made fairly and are not based on a biased view of the 
world [9]
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Trust

• Trust: “The attitude that an agent will help achieve an 
individual’s goals in a situation characterized by uncertainty 
and vulnerability” [10]

• Users must trust the agent in order to be able to make 
informed decisions with them

• Users must also have the appropriate level of trust 
(calibrated trust) in order to effectively use systems [11]
• Too much trust: Misuse of a system where the user relies on the 

system for more than is intended

• Too little trust: Disuse of a system where the user does not take 
advantage of the capabilities of the system
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Factors Affecting Trust

• Reputation: The agent has received endorsement or reviews from 
others [12]

• Usability: The agent is easy to interact with [12]

• Reliability/Predictability: The agent is reliable and consistent and/or 
predictable in functioning over time [13-15]

• Understandability/ Explainability: The extent to which you are able to 
understand what the agent is doing, why it is doing it, and how it is 
doing it [15]

• Security/ Privacy protection: The importance of operational safety and 
data security to the agent [12]

• Utility: The usefulness of the agent in a task [12]

• Robustness: The agent is able to function under a variety of 
circumstances [16, 17, 12]

• Goal Congruence: The extent to which the agent’s goals align with your 
own [12]

• Feedback: The agent is able to explicitly give clear feedback on its 
intended actions [15]

• Errors/False Alarms: Information provided by the agent does not 
contain errors or false alarms [11]
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Methods

8 29DISTRO A: Approved for Public Release, Distribution Unlimited



UNCLASSIFIED\\FOUO\DISTRO B     
Use or disclosure of data is subject to the restrictions on the title page of this 
document.

Critical Incident Technique

• The Critical Incident Technique (CIT) is a method to collect 
data on systematically defined criteria from observed 
incidents [18, 19]

• Prompt to elicit stories (one AI/ML and one human): 
• Think of an AI/ML technology or person you really trust or distrust in 

the context of intelligence analysis. 

• Why? Was there a defining event (or series of events) that where you 
gained or lost trust?

• We conducted three passes for each story:
1. Background Information

2. Incident Description

3. Afterwards/Retrospective
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Thematic Analysis

• Read through the transcript to identify notional high-level 
themes in responses

• Two researchers independently coded responses for 
themes 

• Codes were reviewed and differences reconciled

• Resultant themes enabled:
• Descriptive and inferential statistics (where appropriate)

• More detailed thematic analysis within high-level themes
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Participants

• 29 Intelligence Professionals: Collection, Analysis, Decision Making

• Various backgrounds across IC and DOD: CIA, DIA, NSA, DOS, DCSA, ONI, 
NASIC, USN, USA, USMC, and USCG

• 563 total years of experience in intelligence (M = 20.11, SD = 11.26)

11 29

Intelligence Discipline n M SD Sum

All-Source 20 13.18 11.35 346

SIGINT: Signals Intelligence 21 20.11 9.62 324

ELINT: Electronic Intelligence 3 17.33 14.19 52

COMINT: Communications Intelligence 1 25.00 - 25

OSINT: Open Source Intelligence 13 13.38 10.08 174

HUMINT: Human Intelligence 4 10.50 9.88 42

IMINT: Imagery Intelligence 2 11.00 1.41 22

GEOINT: Geospatial Intelligence 3 13.33 10.41 40

MASINT: Measurement & Signature Intelligence 6 15.17 12.75 91

ACINT: Acoustic Intelligence 6 15.00 8.94 90
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Dataset

• Generated a total of 55 stories

• Most stories of humans were 
negative

• Agent/Task criticality was high 
(M = 7.59, SD = 2.79)
• 1 = Redundancies and 

workarounds are readily 
available

• 10 = Results in loss of life or 
complete mission failure

• AI/ML work was bi-modal, and 
significantly less critical than 
human work (U = 125.00, Z = -
.313, p < .01)

• AI/ML often has human 
redundancies in earlier phases

• Humans are generally critical path, 
sometimes with other human 
redundancies
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Results

Thematic Analysis

Trust Rebound
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Thematic Analysis Results

• Eight (8) themes were identified in participant responses

• Each theme can be examined by agent type (AI/ML vs 
Human)

14 29

Theme

Reliability

K (p)

AI/ML

(n = 27)

Human

(n = 27)

Total

(N = 55)

Reputation .80 (< .01) 7 19 26

Character .78 (< .01) 5 20 25

Trust by Proxy .62 (< .01) 11 2 13

Users in Development .33 (< .01) 10 1 11

Impressions .20 (> .05) 1 4 5

Trust by Failure .73 (< .01) 4 0 4

External Stress .65 (< .01) 0 3 3

Asymmetric Feedback .85 (< .01) 3 0 3
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Thematic Analysis (cont.)

Trust by Proxy (n = 11): Trust in AI/ML was affected by human 
behavior or other involvement with the AI/ML 

• Trust lost, usually regarding the provenance of data (n = 7)

• Trust gained, due to human involvement with data (n = 2)

• Trust gained in humans because of AI/ML utility (n = 2)
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“It’s only as good as the information that’s entered. There’s a lot of people who 
have accounts… you don’t know everyone who is putting info into it.” [CIT 22]

“They didn’t recognize the fact that you can’t just have one person [tagging] 
data- it wasn’t the performance of the neural net.’’ [CIT 50]

“A human verifying a nomination gives me much higher confidence than the 
algorithm feeding itself.” [CIT 29]

“… I’d be able to get some sleep because I would be able to trust more junior 
officers are in better hands, I trust the automation more.” [CIT 36]
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Thematic Analysis (cont.)

Users in Development (n = 10): Trust was affected by… 

• Trust in the AI/ML was gained because end users and 
SMES were involved in the development process (n = 6)

• Conversely, trust was lost because end users were not 
involved in the development process (n = 4)
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“‘It was the mathematicians that developed it, and they did not include 
the experts enough. The design requirement input to develop the AI was 
flawed.” [CIT 10]
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Thematic Analysis (cont.)

Reputation (n = 7): Reputation of the AI/ML affected trust
• Used to calibrate trust in an AI/ML technology before using it (n = 6)

• A positive reputation increased trust in the AI/ML before using it 
(n = 4), but a negative reputation decreased trust before use (n = 2)

• Sometimes a positive reputation was confirmed (n = 2) by the 
experience, but sometimes it was unwarranted (n = 2), and trust 
was lost in the AI/ML

• Reputation also has a role in regaining trust: In some cases (n = 2) the 
participants noted they would need corroboration from others, in 
addition to seeing improvements first-hand
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the novelty wore off fast.” [CIT 41] 
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Thematic Analysis (cont.)

Character (n = 5): A lack of 
character boosted trust in 
AI/ML systems and/or 
highlighted the importance 
of the user towards mission 
success

Conversely, trust was lost in 
humans because of 
“character flaws” such as 
selfishness (goal 
congruence) or dishonesty
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“It’s a computer program that does 
what we tell it to do… so we force our 
own goals on it.” [CIT 28]

“The machine is doing to do what it’s 
going to do. With open data part of the 
problem is how the machine has very 
little blame, because it’s doing what 
it’s told to.” [CIT 55]

“I don’t believe technology is good or 
bad, it’s really the way I use it.” [CIT 50]
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Thematic Analysis (cont.)

Trust by Failure (n = 4): Participants gained trust in the 
system after it failed

• Failure helped identify limitations or boundary conditions for the 
AI/ML technology (n = 2)

• Failure demonstrated that the system behaved consistently or 
predictably, if nothing else (n = 2)
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“I guess I’ve gained confidence because the algorithm consistently gives 
results that are imperfect.” [CIT 29] 

“Yeah. Abject failure improved my trust in the machine… it demonstrated the 
machine is doing what I told it to.” [CIT 55]

“In a way, [the system] increased my trust because I have a better 
understanding of what challenges can occur.” [CIT 50]

“I didn’t necessarily lose trust in the system- I learned its limitations.” [CIT 17]
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Thematic Analysis (cont.)

Asymmetric Feedback (n = 3): Asymmetric feedback adversely 
affects trust

• Participants gained trust in AI/ML once positive feedback was finally 
provided, since no negative feedback was regularly provided (n = 2)

• One participant cited a similar issue with an ELINT-based system 

• However, there was an overall lack of feedback in both directions 
that affected trust
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“Conversely, if you get blown up you don’t know if [the AI/ML] broke or if it’s a 
different [threat feature] [than it is currently programmed to look for].” [CIT 18] 

“They won’t regain confidence because you won’t know if you got saved– you 
don’t know that you didn’t get blown up,” [CIT 18]

“We thought it was broken because it never worked… When you were 
underway it was on all the time and didn’t spit anything out until it received 
something.” [CIT 53]



UNCLASSIFIED\\FOUO\DISTRO B     
Use or disclosure of data is subject to the restrictions on the title page of this 
document.

Trust Rebound Results
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Trust Rebound Results

• Asked about trust at three points in time: Before (TB), After 
(TA), and Now (TN) on a 1-10 scale, where:
• 1 = No trust- you assume everything the AI/ML does is wrong or a 

failure.

• 10 = Complete trust – you assume everything the AI/ML does is right 
or successful.

• Noticed that trust “rebounded” after losing it in an incident, 
despite having no further interactions

• Created additional measures:
• Loss (L) = TA-TB

• Rebound (R) = TN-TA

• Rebound Ratio (RR) = R/L

• Conducted thematic analysis of rationales to find why

22 29DISTRO A: Approved for Public Release, Distribution Unlimited



UNCLASSIFIED\\FOUO\DISTRO B     
Use or disclosure of data is subject to the restrictions on the title page of this 
document.

Trust Rebound (cont.)

• Rebound occurred in 5 of 12 incidents (41.7%) where trust 
was lost in AI/ML

• Developed hypothesis: TN > TA

• Descriptive statistics showed 
marked increase, despite low 
frequency of occurrence:
• Mean TB = 6.08 (SD = 1.78)

• Mean TA = 3.42 (SD = 1.93)

• Mean TN = 4.17 (SD = 1.99)

• Mean Loss = 2.67 (SD = 1.07)

• Mean Rebound = 0.75 (SD = 0.97)

• Mean Rebound Ratio = .30 (SD = 0.40)
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Trust in AI/ML

There was a significant rebound effect (n = 12, Z = -2.12, p < .05)
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Trust Rebound (cont.)

• But why does trust rebound?

• Conducted thematic analysis of cases with rebound (n = 5)
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Theme n Example Rationale(s)

Assumed 
Improvement

3 CIT 8: “I would have assumed [the AI/ML developers] had done their 
due diligence and started from the failures that we previously 
had.”

CIT 33: “Algorithms and technology being what it is, is always 
advancing and becoming more reliable over time… with trial and 
error. I lost trust at that time, but realize it’s a work in progress.”

Knowledge of 
Improvement

1 CIT 26: “It’s got to prove that it’s better, but there have been a lot of 
[interface] changes and it provides feedback now…”

*CIT 40: “The newer systems [have new AI/ML feature]… There’s data 
we have now that he didn’t have back then. He probably wouldn’t 
have made the [bad] call. He’d be a better operator off the bat.”

Self-Maturation 1 CIT 31: “I would most likely understand how that engine works and I 
know [how to run] queries better, so I would have direct access to 
it and be able to control it.”
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Discussion
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Key Findings

• AI/ML has a bifurcated role in intelligence (all-in or w/ 
human redundancy)

• Trust in AI/ML is difficult to disentangle from user behavior 
(i.e. trust by proxy)
• Data entry/provenance

• Misuse/disuse/abuse

• Involving end users and domain experts is critical to 
increasing trust in AI/ML systems

• Reputation plays a large role in calibrating trust in AI/ML

• Trust in AI/ML rebounds, even with little/no further 
interaction with the system
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Future Work

• Conduct primary analysis for factors of trust
• Descriptive statistics and qualitative analysis

• Regression (sample size permitting)

• Analyze magnitude by theme (loss/gain)

• Analyze survey data
• Propensity to Trust Technology (PTT) survey

• Ranked priorities for XAI

• Ranked priorities for trust factors

• AI/ML

• Human

• Extract design seeds

27 29

What questions do you want 
answered?

How would you approach this?
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